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There have been multiple attempts to demonstrate that quantum annealing and, in particular, quantum annealing on quantum annealing machines, has the potential to outperform current classical optimization algorithms implemented on CMOS technologies. The benchmarking of these devices has been controversial. Initially, random spin-glass problems were used, however, these were quickly shown to be not well suited to detect any quantum speedup. Subsequently, benchmarking shifted to carefully crafted synthetic problems designed to highlight the quantum nature of the hardware while (often) ensuring that classical optimization techniques do not perform well on them. Even worse, to date a true sign of improved scaling with the number of problem variables remains elusive when compared to classical optimization techniques. Here, we analyze the readiness of quantum annealing machines for real-world application problems. These are typically not random and have an underlying structure that is hard to capture in synthetic benchmarks, thus posing unexpected challenges for optimization techniques, both classical and quantum alike. We present a comprehensive computational scaling analysis of fault diagnosis in digital circuits, considering architectures beyond D-wave quantum annealers. We find that the instances generated from real data in multiplier circuits are harder than other representative random spin-glass benchmarks with a comparable number of variables. Although our results show that transverse-field quantum annealing is outperformed by state-of-the-art classical optimization algorithms, these benchmark instances are hard and small in the size of the input, therefore representing the first industrial application ideally suited for testing near-term quantum annealers and other quantum algorithmic strategies for optimization problems.

I. INTRODUCTION

Quantum annealing (QA) [1–7] has been proposed as the most natural quantum-computing framework to tackle combinatorial optimization problems, where finding the configuration that minimizes an application-specific cost function is at the core of the computational task. Despite multiple studies [8–20], a definite detection of quantum speedup [13, 21] remains elusive. Random spin-glass benchmarks [13] have been shown to be deficient in the detection of quantum speedup [11, 14], which is why the community has shifted to carefully crafted synthetic benchmarks [19, 20]. While these have shown that QA has a constant speedup over state-of-the-art classical optimization techniques, their value for real-world applications remains controversial.

Although the first proposal for a QA implementing combinatorial optimization problems with real constraints as they appear in real-world application was proposed close to a decade ago [22], the question of whether a quantum annealer can have a quantum speedup on any real-world applications remains open one. From the many applications implemented in quantum annealers (see, for example, Refs. [17, 23–28]), fault diagnosis has been one of the leading candidates to benchmark the performance of D-Wave devices as optimizers [26, 29]. From the range of circuit model-based fault-diagnosis problems [30] we restrict our attention here to combinatorial circuit fault diagnosis (CCFD), which in contrast to sequential

*Electronic address: alejandro@zapatacomputing.com
circuit. This has not been the case with other studies on synthetic instances for simulating SQA becomes prohibitedly expensive. The main reason for including this section is to highlight that from an application-centric and physics-focused perspective, providing answers or insights only in some cases and under the assumptions and computational resources described throughout this work. It is demonstrated that CCFD instances based on Boolean multiplier circuits are harder than other representative random spin-glass benchmarks. This makes the diagnosis of Boolean multipliers a prime application for benchmarking QA architectures. Since our work hints at the need for further developments, with the inclusion of more powerful driver Hamiltonians among one of the interesting research directions in the search for quantum advantage, CCFD instances are ideal industrial application problems for testing such incremental improvements in near-term quantum annealers and novel quantum algorithmic strategies for optimization problems.

Although tangential to the key results in this paper, in Appendix D we discuss the last of the three questions above. The main reason for including this section is to highlight that from our perspective of the first scaling analysis of a real-world application, our results indicate that given the hardness of our instances compared to synthetic data sets, the scaling becomes a moot question. This is, even assuming a favorable scenario where the simulated quantum-annealing (SQA) scaling slope matches the D-Wave 2X device (DW2X) scaling, the prefactor is large enough that attempting to use computational resources for simulating SQA becomes prohibitively expensive. This has not been the case with other studies on synthetic instances [19].

II. BENCHMARK PROBLEM

To benchmark quantum annealers with different physical hardware specifications, we generate a family of multiplier circuits of varying size. The circuit size is determined by the size of two binary numbers of bit lengths $n$ and $m$, respectively, to be multiplied. Figure 1 illustrates the layout of the multiplication circuit for two binary numbers, each of length $k$.

The optimization problem consists in diagnosing the health status of each of the gates in the circuit, given an observation vector consisting of inputs and outputs, as illustrated in Fig. 2. For the generation of the problem instances, we focus on problems where the output is not consistent with the multiplication of the two input numbers and therefore the system is expected to have at least one fault. Under the assumption that all the gates have the same failure probability, the problem of finding the most probable diagnosis is reduced to finding the valid diagnoses with the minimal number of faults (see Appendix C for details). It is important to note that all CCFD instances used in this study were randomly generated by injecting a number of faults equivalent to the number of outputs in the circuit $[[n + m]$ for a $(n$-bit) $\times (m$-bit) multiplier circuit. After the random fault injection of cardinality $(n + m)$, a random input is generated and the corresponding output is obtained by propagation of the input under the corresponding fault injection. Hence, we guarantee that every random input-output pair generated this way has at least one solution. The simpler strategy of generating random input-output vectors can lead to problems that do not have a solution under the diagnosis model. In the case of instances with many valid minimal solutions, we count all the ones found by the stochastic algorithms in the estimation of the success probability.

From a computational complexity perspective, the CCFD problem is non-deterministic polynomial-time hard (NP-hard) [32], and it corresponds to the minimization task we aim to solve either with QA on the DW2X at NASA, a continuous-time version [33] of SQA [6, 12, 13] as a QMC-based solver, or other classical optimization techniques, such as simulated annealing (SA) [34, 35], parallel tempering Monte Carlo (modified as a solver) [36–38] combined with isoenergetic cluster updates [39] (PTICM), or current specialized SAT-based solvers tailored for this CCFD problem described in Appendix B.

To perform a scaling analysis it is key to be able to generate a data set with varying input size and with a high intrinsic hardness such that classical solvers have a harder time, increasing the chances that our instances fall into the hard asymptotic regime for both classical and quantum approaches. This has been one of the challenges for benchmarking early QA devices, where the first proposals [12, 13] were convenient but turned out to be too easy for benchmarking purposes [11]. More recently, benchmarking has focused on carefully designed synthetic problems [16, 19, 20, 40]. However, as we demonstrate in Sec. III B, CCFD-based problems are the hardest benchmarking problems currently available.
III. RESULTS AND DISCUSSION

A. Benchmarking real-world applications

Figure 3 summarizes the main challenges when benchmarking applications with QA devices. The first step consists of translating the standard format describing the rules and constraints of the minimization problem into a pseudo-Boolean polynomial function $H_P(s_P)$, with domain $s_P \in \{+1, -1\}^N_p$ and co-domain in $\mathbb{R}$. Appendix C details the construction of $H_P(s_P)$ for this problem of minimal fault diagnosis in combinational circuits. The task to be solved consists in finding, within the search space with $2^N_p$ possible solutions, the assignment $s_P^*$ that minimizes $H_P(s_P)$. Because the pseudo-Boolean function is a polynomial expression in the binary variables $s_P$, this optimization problem is known as a PUBO problem which stands for polynomial unconstrained binary optimization problem. Note that sometimes these problems are also referred to as HOBOs, i.e., higher-order binary optimization problem. The specific case of a quadratic function leads to the known quadratic unconstrained binary optimization (QUBO) [41] which is the type that is natively implemented in D-Wave quantum annealers. See Appendix. A for more details on the QA implementation.

In the case of the benchmark of multiplier circuits, the standard problem description format is a list of propositional logic formulas similar to the ones given in Fig. 3, corresponding to the nominal behavior of each gate within the full-adder circuit illustrated in Fig. 2. For the case of the strong-fault model [31] considered here, one needs to add specific propositional logic formulas associated with the expected behavior when each gate is faulty. Without loss of generality, and for the purpose of the benchmark generated here, we considered that whenever any gate fails, it would be in a stuck-at-one mode or equivalently, in propositional logic, $f_i \Rightarrow z_i$. Here $f_i$ denotes the health variable associated with the $i$th gate and $z_i$ its corresponding gate output. Note that $f_i = 1$ means faulty and
$f_i = 0$ nominal. Extensions to other fault modes are described in Appendix C. In the specific mapping considered here, $s_P$ contains the health variables, along with variables specifying the values for each of the internal wires within the multiplier circuit.

A generic classical solver such as SA or PTICM can tackle the optimization problem in the PUBO representation directly because one can easily evaluate $H_P(s_P)$. As shown in Sec. III C, working in this PUBO representation is the preferred approach from the application perspective. As mentioned in the explicit mapping construction in Sec. C, $H_P(s_P)$ is a polynomial with at most quartic degree, independent of the circuit size. A quantum annealer capable of implementing such quartic polynomials can certainly aim at solving the problem in this representation. Given the possibility of such experimental designs (see, for example, Ref. [42]), we also consider hypothetical quantum annealers that we study using SQA to assess the impact in the performance of working with a quantum annealer that can natively solve the PUBO problem. Unfortunately, no such devices exist to date and there is an overhead in representing the quartic (4-local) and cubic (3-local) monomials in $H_P(s_P)$ with a resulting only-quadratic expression (2-local). The contraction techniques [43] used to reduce the locality incur an overhead of variables by introducing ancillas (for a tutorial of a specific practical example see Ref. [22]). This is not desirable because it increases the search space from $2^{N_P}$ to $2^{N_Q}$, with $N_Q$ the number of variables $s_Q$ in the resulting new quadratic expressions $H_Q(s_Q)$ as the new representation from $H_P(s_P)$. $s_Q$ is now the union of the health variables $f$, the wires $x$, and the ancilla set $a$. The overhead is linear in our case as shown in Fig. 9. The next challenge presented in Fig. 3 towards implementing a real-world application is that most likely there will be a quadratic term in $H_Q(s_Q)$ representing qubit-qubit interactions not present in the physical hardware. This will be the case unless one specifically designs the layout of the quantum annealer hardware to match the resulting connectivity graph dictated directly by the application through $H_Q(s_Q)$. Representing the logical graph within another graph is called the minor-embedding problem [44]. For the case of the connectivity graph predefined in the D-Wave devices, also known as the chimera graph, we use the heuristic solver developed in Ref. [45]. As can be seen
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in Fig. 9, the overhead is linear given the relatively sparsity of the graphs resulting from the multiplier circuits. This is an encouraging result given that the overhead for an all-to-all connectivity graph embedded onto the chimera architecture is quadratic in the number of variables. A much larger problem than minor embedding when embedding an application onto a limited connectivity hardware graph is parameter setting. For example, there is no rule of thumb as to how strong the couplers for a set of ferromagnetically coupled qubits defining a physical qubit should be. A sweet-spot value is expected, however it is not easy to determine or predict in the most general setting. In this work, and for all the experiments on the DW2X, we use the strategy proposed in Ref. [46] for both setting the strength of the ferromagnetic couplers and for the selection of gauges. The final challenge when embedding applications is the requirement that the pseudo-Boolean function to be minimized has a low precision requirement because analog QA machines operate on a limited precision dictated by the intrinsic noise and finite dynamical range of parameters found in these devices.

Summarizing, from our experience with applications, the CCFD instances considered here are the best candidate to match each one of the aforementioned requirements. The mapping from propositional logic to PUBO is compact and efficient given that in the digital circuits considered here all the input, outputs, health variables and wires are all binary variables, the resulting QUBO graph is sparse enough that the overhead to embed onto hardware is linear, and the randomly generated instances have a higher intrinsic hardness compared to other random spin glass previously studied, as shown in Sec. III B.

Although we do not expect the intrinsic exponential scaling of this problem to disappear for the worst-case scenario by a mere change of representation or the solver used, the results could be different for each setting when computational times for typical instances are considered, and for the accessible problem sizes. The details and scaling slopes obtained for each of the approaches considered here are of extreme importance from a practical point of view, and used for addressing any meaningful advantage in the following sections.

B. Hardness compared to other random spin-glass benchmarks

Figure 4 addresses the hardness of instances embedded in the chimera topology (C) generated from the CCFD data set by comparing to random spin-glass problems used to benchmark the performance of D-Wave quantum annealers [see Eq. (A1) for the actual Hamiltonian to be minimized]. Bimodal instances were the first to be used in benchmarking studies [12, 13] and are the simplest to generate. For these, the available couplers in the D-Wave 2X are randomly chosen to be $J_{ij} \in \{\pm 1\}$ with biases $h_i = 0$. The reason why random bimodal instances are too easy for quantum and classical algorithms alike is their high degeneracy resulting in a large number of floppy spins. To overcome this problem, Refs. [14, 47] introduced couplers distributed according to Sidon sets [48] combined with postselection procedures. These naturally increase the hardness of problems by reducing degeneracy to a minimum and removing floppy spins. For the case of Sidon instances [47] the values of the couplers $J_{ij}$ are randomly selected from the set $\{-5, \pm 6, \pm 7\}$, with $h_i = 0$. Planted/C instances correspond to an attempt to increase the hardness of random spin-glass instances (see Ref. [16]), but with a known solution. For the data shown, we asked the main author in Ref. [16], if he could provide us with the hardest set of instances he could generate; the only restriction being that they would need to be generated randomly and not being postselected for hardness as the rest of all the other families of instances here. The attempt consisted of drawing the couplers from a continuous distribution instead of from a discrete distribution as the one in the original paper, Ref. [16], or as in the case of the Bimodal and Sidon set considered here.

Figure 4(a) illustrates that already for approximately 600 variables the CCFD/C instances are at least 1 order of magnitude harder than Sidon/C which is the hardest set among the random spin-glass problems. Figure 4(b) summarizes the asymptotic scaling of each of these problem types, clearly separating our CCFD instances from any of the random spin-glass instances, with Sidon and Bimodal having roughly the same scaling. Here we assume that the TTS in $\mu$s can be fit to $TTS \sim \exp(b\sqrt{N})$ with $N$ the number of variables. This conclusion is independent of the percentile considered as shown in Fig. 10 in Appendix. F. Our results also show that the attempt to make hard planted instances did not provide any additional hardness compared to the other random spin-glass problems, at least when they are evaluated with PTICM. Therefore, the CCFD/C instances are not only harder in terms of computational effort, according to TTS, but also from a scaling perspective.

The data set Bimodal/CCFD provides insights as to why these instances are hard. There are three options of why these instances are intrinsically harder than any other random data set explored here. One option is that the underlying CCFD graph defined by the QUBO problem for each multiplier type has some sort of nontrivial long-range correlation or a much higher dimensionality in such a way that the problems, when minor embedded onto the chimera lattice, become harder than typical chimera instances. Another explanation relies on the characteristic value of biases $h$ and coupler values $J$ in the Hamiltonian [Eq. (A1)] which could be responsible for the complex-to-traverse energy landscape. Furthermore, there could be interplay between the two aforementioned options. To address this question, we generate Bimodal instances on the native QUBO graph defined by multiplier circuits of varying sizes, denoted here as “Bimodal/CCFD.” If the underlying graph contains features that intrinsically “host” hard instances, then one would expect that both the scaling and TTS could be different than those on the chimera graph. Figure 4 shows that the Bimodal/CCFD instances happen to be even easier than the Bimodal instances embedded onto the chimera graph. This means that the intrinsic hardness of these CCFD instances most likely is related to the structure and the relationship between the specific biases $h$ and coupler $J$ values defining them. Further studies are being performed to study
This in more detail.

C. Scaling analysis: application vs physics perspective

Fig. 5 provides insights about the CCFD instances from physics and application perspective. While in the former we analyze the scaling of computational resources via the TTS using the number of variables $\sqrt{N}$, in the latter we analyze the resource requirements by the application-specific variables, namely the type of multiplier used. The physics perspective here aims to answer questions about the performance of QA compared to other classical solvers on a comparable footing, ignoring for a moment that the instances are generated from a specific application. For example, we compare here the performance of QA to other classical and alternative quantum solvers on instances represented on a chimera graph (C); similar to previous extensive benchmarking work on synthetic random spin-glass instances. We go beyond such studies and provide as well insights on the performance of QA for the QUBO (Q) instances on their native graph dictated by the CCFD application and also on hypothetical quantum annealer devices capable of natively encoding up to quartic interactions (P).

For the physics-scaling analysis we chose to plot the TTS computational effort as a function of $\sqrt{N}$, with $N$ being the problem size in terms of number of spins, regardless of whether the problem to be minimized is in a PUBO (P), QUBO(Q), or chimera (C) format. This selection is motivated by the linear relation between any pair of problem sizes $N_P$, $N_Q$ or $N_C$ (see Fig. 9) and the fact that the scaling for problems on the quasiplanar chimera graphs is expected to be a stretched exponential, largely due to its tree width approximately $\sqrt{N_C}$, in contrast to a tree width approximately $N$ characteristic of fully connected graphs [49].

The analysis from the application perspective aims for insights on the performance where the sole purpose is to find the solution to the CCFD problem. Here, it is natural to plot the TTS computational effort as a function of a characteristic property of the circuit scaling with the problem size, regardless if one considers a symmetric multiplier, $\text{mult}[n-n]$ or an asymmetric one, i.e., $\text{mult}[n-m]$. We choose this quantity to be the number of gates in the circuit, $N_{\text{gates}}$ (or more precisely $\sqrt{N_{\text{gates}}}$), which is justified given the linear relationship between $N_{\text{gates}} \propto N_P \propto N_C$ illustrated in Fig. 9, and the expected stretched exponential behavior in $\sqrt{N_C}$ discussed above for chimera graphs.

a. Limited quantum speedup — Figure 5(a) compares the single-core computational effort of SA, PTICM, SQA (with both linear and DW2X schedules), and the experimental results obtained with the DW2X quantum annealer. Represented with diamond symbols in Fig. 6 and with values on the right axis, we plot the asymptotic analysis performed by considering only the four largest sizes from each of the data sets. From this scaling analysis and the value of the main scaling exponent $b$ (slopes of curves in Fig. 5) for the chimera instances SA/C and DW2X, it can be seen that we also find here limited quantum speedup (without optimizing annealing schedules) [21] as found for the benchmarks on synthetic in-
FIG. 5: Scaling analysis from (a) physics and (b) application-centric perspectives. The TTS is plotted as a function of $\sqrt{N}$, with $N$ the number of spin variables in each of the problem representations [PUBO (P), QUBO (Q), or chimera (C)]. Panel (b) corresponds to $\sqrt{N_{\text{gates}}}$, with $N_{\text{gates}}$ the number of gates regardless if we are considering symmetric multipliers, mult[$n-n$] as in Fig. 1, or asymmetric ones (mult[$n-m$]). The legend for the data sets depicted in panel (a) is shared with panel (b), with SAT-based results only appearing in panel (b). SQA/C runs are performed with an optimized linear schedule, as well as the DW2X schedule, marked with “ls” and “dws” subscripts, respectively, (details in Appendix D).

FIG. 6: Asymptotic scaling analysis. The asymptotic scaling exponent $b_{\text{app}}$ refers to the multiplier representation, whereas $b_{\text{phys}}$ refers to the physical representation of the problem. Data points correspond to the median values extracted from a bootstrapping statistical analysis from 100 instances per problem size, with error bars indicating the 90% CIs.

happen to have a better scaling than both of their quadratic counterparts, SA/Q and SA/C. The values are close enough that one has to be careful because the real $b_{\text{phys}}$ (DW2X) might be larger than the calculated in our analysis due to suboptimal annealing time [13, 21, 50]. On the other hand, note that the quantum advantage at the level of the same representation where $b_{\text{phys}}$ (DW2X) $\ll b_{\text{phys}}$ (SA/C) also holds against any of the optimized SQA/C implementations, either with a linear or DW2X schedule. Although we believe that it is very unlikely that suboptimal time can change our limited quantum speedup conclusion because $b_{\text{phys}}$ (DW2X) $\ll b_{\text{phys}}$ (SA/C), we note that optimized SQA corroborates these claims. This scaling advantage already yields a difference of approximately 6 orders of magnitude on a single-core CPU in the TTS between DW2X and SA/C for the largest problem studied (mult[4-4]). It is important to remind the reader that our results are with a fixed annealing time, and although we justify that it would be very unlikely that the slope of DW2X could match that of SA/C, the best practice to have conclusive limited quantum speedups results would be by optimizing the annealing time in the quantum-annealer runs [13, 51]. Exploration of the impact of the optimal annealing time in the CCFD instances could be an interesting piece of work in its own and it is left as future work.

b. SQA vs DW2X and impact of the annealing schedule
— From a computational prefactor perspective note that the computational effort for the DW2X is smaller by 6 to 8 orders of magnitude than the SQA/C implementations with ei-
ter linear or the D-wave schedule. It is important to note that the TTS in Figs. 5(a) and 5(b) is for SQA as a classical computational solver. For a fair comparison of the scaling of SQA to that of a physical quantum annealer such as the DW2X, the SQA TTS results must be divided by $N$ to account for the intrinsic parallelism in QA, as illustrated in Fig. 8. Further analysis of the scaling comparison of SQA and the DW2X device can be found in Appendix D.

Figures 5(a) and 5(b) illustrate that the selection of a poor schedule (the D-wave schedule in this case in comparison to the simpler linear one) can have a significant impact in the computational efficiency of SQA as the classical computational solver. As discussed in Appendix D, most likely the difference is only at the level of a prefactor and most likely it is not a scaling advantage. Whether there are schedules that can change the asymptotic scaling remains an open question. In Appendix D we also discuss that although there seems to be a scaling advantage of the DW2X over the SQA simulations, the results are also inconclusive given that the scaling of the DW2X might be slightly different due to any suboptimal annealing times. We leave it to future work to optimize the annealing time of the DW2X because it is beyond the scope of this work given the sizable computational requirements needed.

c. QA performance for Hamiltonians with higher-order interactions — A question not addressed to date is the performance comparison between QA architectures with 2-local and $k$-local ($k > 2$) interactions within the scope of real-world applications. For example, the CCFD mapping used in this work (see Appendix C for details) natively contains cubic (3-local) and quartic (4-local) interactions and one might think a quantum annealer natively encoding those might have an advantage over 2-local terms. Perhaps one of the most remarkable findings in this study from our SQA simulations is that working directly with a Hamiltonian containing such quartic interactions does not seem to help QA with a transverse field, because $b_{\text{phys}}(\text{SQA/Q}) < b_{\text{phys}}(\text{SQA/P})$. Note that this result is in contrast to the behavior of the classical algorithms considered here. In the case of SA there seems to be an advantage for solving the instances in the PUBO representation over the QUBO [$b_{\text{phys}}(\text{SA/Q}) > b_{\text{phys}}(\text{SA/P})$]. In the case of PTICM, $b_{\text{phys}}(\text{PTICM/Q}) \approx b_{\text{phys}}(\text{PTICM/P})$. These remarks on the physics scaling have a significant impact on the scaling from the application perspective. Note that while in all the classical methods there is a clear preference to solve the problem in the PUBO representation, the case of SQA shows no advantage for the quantum annealer in the PUBO representation. In contrast, as shown in Fig. 11 for the higher percentiles above the median, there seems to be a slight preference of SQA/Q over SQA/P not only in the absolute value of computational effort measured in TTS [see the last data point in Fig. 11(d)], but also in scaling terms.

The insight to be extracted from the SQA simulations in the context of this CCFD application is that simply adding higher-order terms would not necessarily imply any enhancement in the performance. This result is striking for two reasons.

First, because in the application scaling we plot the TTS results vs $\sqrt{N_{\text{gates}}}$, then when changing representations from PUBO to QUBO, there is a natural tendency for $b_{\text{app}}(Q)/b_{\text{app}}(P) > b_{\text{phys}}(Q)/b_{\text{phys}}(P)$. This is because $N_Q$ is always greater than $N_P$, and therefore even in the case of comparable physics scaling slopes as is the case of PTICM with $b_{\text{phys}}(\text{PTICM/Q}) \approx b_{\text{phys}}(\text{PTICM/P})$ this would imply that

$$TTS_{\text{PTICM/P}} \sim e^{b_{\text{phys}} \sqrt{N_Q}} \sim e^{b_{\text{phys}} \sqrt{N_P}} \sim e^{b_{\text{phys}} \sqrt{N_{\text{gates}}}},$$

while

$$TTS_{\text{PTICM/Q}} \sim e^{b_{\text{phys}} \sqrt{N_Q}} \sim e^{b_{\text{phys}} \sqrt{N_{\text{gates}}}},$$

valid in the asymptotic limit $N_{\text{gates}} \gg 1$ of interest here. Therefore,

$$b_{\text{app}}^Q = b_{\text{phys}} \sqrt{\alpha_{Q-P} N_{\text{gates}}} > b_{\text{app}}^P = b_{\text{phys}} \sqrt{\alpha_{P-e-g}}.$$ 

Here we use that, in this limit, $N_P \sim \alpha_{P-e-g} N_{\text{gates}}$ and $N_Q \sim \alpha_{Q-P} N_{\text{gates}}$, and both, $\alpha_{Q-P}$ and $\alpha_{P-e-g}$ are greater than 1, as shown in Fig. 9.

Second, the penalties of the locality reduction ancillas change the energy scale and it is expected that stochastic solvers such as SA (which heavily depend on the barriers in the energy landscape) also suffer from the new QUBO energy landscape with taller barriers. This is indeed what we observe because $b_{\text{phys}}(\text{SA/Q}) > b_{\text{phys}}(\text{SA/P})$. Note that PTICM seems to be more resilient to these barriers and, as discussed before, $b_{\text{phys}}(\text{PTICM/Q}) \approx b_{\text{phys}}(\text{PTICM/P})$. Both of these driving forces would imply that the application perspective scaling of QA working in the PUBO representation should be better than in the QUBO representation and it is not what we observe here. This second explanation is reasonable and a good indication that SQA is doing a good job at not “feeling” these taller barriers, something that could be explained by means of quantum tunneling.

From the first argument it follows that $b_{\text{app}}(\text{SQA/Q}) \approx b_{\text{app}}(\text{SQA/P})$, implying that $b_{\text{phys}}(\text{SQA/Q}) < b_{\text{phys}}(\text{SQA/P})$ which is quite distinctive and different from what we observe in the classical approaches. It is clear that QA is having a harder time traversing the PUBO energy landscape and finding the ground state in this representation, despite the smaller problem size. One plausible explanation is that the transverse-field implementation is not powerful enough to take advantage of the compactness of the PUBO energy landscape. We thus emphasize that any development of new architectures with $k$-local couplers with $k > 2$ should be accompanied by other developments, that could enhance its computational power, such as the inclusion of more sophisticated driver Hamiltonians.

d. Impact of the limited connectivity — Here we address the issues that occur with limited-connectivity hardware (see Fig. 3). From the physics scaling perspective, Fig. 5(a) and Fig. 6 show that there are no major effects in solving the problems with the QUBO or with the chimera representation. This seems to be a common feature across classical and quantum approaches. Following the argument just previously made in the case of the PUBO vs QUBO discussion, we show that $b_{\text{phys}}(Q) \approx b_{\text{phys}}(C)$ and $N_C \sim \alpha_{C-e-Q} N_Q$, implies that $b_{\text{app}}(C) > b_{\text{app}}(Q)$. Here, $\alpha_{C-e-Q} = 3.5026$ from Fig. 9. Although it has always been expected that more connectivity should be better, having a quantum annealing device with
more connectivity can have a significant impact when solving real-world applications. Our results, within the context of the CCFD application, show that the advantage here is not simply an overall prefactor improvement in the TTS but that an important asymptotic scaling advantage is expected as well. As a reminder to the reader, this in-silico advantage from SQA will be matched by a quantum hardware implementation only under the assumption that the asymptotic scaling of SQA "mimics" the performance of QA. As stated in the introduction, this is an unsettled question and beyond the scope of our work.

e. Comparison of QA with generic and tailored algorithms for CCFD — The main question that motivated this study was if QA can efficiently solve CCFD problems. Figures 5(b) and 6 show that from the application perspective the scaling of the DW2X quantum annealer and of any of the SQA variants considered here does not look favorable for QA. In fact, the DW2X does not even scale better than simulated annealing (SA/P). One of the major challenges for devices with a small finite graph degree connectivity (such as the DW2X with the chimera topology) is that to solve real-world applications it carries all the qubit overhead from the transformations PUBO to QUBO over to chimera. However, the application scaling can be improved. For example, reducing the number of qubits needed to represent the application would most likely improve the scaling performance. In Sec. C we present an alternative and more efficient mapping that we aim to explore in further studies. It is important to note that the new mapping improves the performance of SA and PTICM accordingly. Note that from all the approaches, the most efficient with the best scaling is a SAT-based solver developed by our team for this study which excels in this strong-fault model-based diagnosis of multiplier circuits. The SAT-based solver does not depend on any of the PUBO, QUBO, or chimera representation because it has the advantage of constructing its own variable representation and set of satisfiability constraints directly from the propositional logic level shown in Fig. 3(a). Although all other classical stochastic solvers used (SA, PTICM, and SQA) might work directly with the propositional logic as well, the evaluation of the cost function would be highly nonlocal compared to the evaluation of the difference in energy required for the Metropolis update in the case of the polynomial evaluation. By nonlocal we mean that if we were to work with only the fault variables and use the propositional logic instead of constructing the PUBO and including the internal wire variables, then we would need to propagate from inputs all the way through each gates and their health status assignment to obtain the predicted outputs and subsequently an effective energy that can be used in the Metropolis update. For every pair considered in an Metropolis update, the whole process needs to be applied and later subtracted. In contrast, in any of the polynomial representations, because all the fault and wire variables are considered, the evaluation of the energy difference can be applied very efficiently by only considering the few terms that change the energy by the respective variable flip. Most importantly, because the main point of this contribution is to compare with algorithms that could be implemented in QA architectures, we did not explore this implementation. We leave it as an open question whether algorithms like SA can have a better scaling on that propositional logic representation.

IV. CONCLUSIONS

Regardless of the substantial efforts in benchmarking, the study of early generation quantum annealers has been done exclusively with synthetic spin-glass benchmarks. However, comprehensive studies comparing several quantum and classical algorithmic approaches, including state-of-the-art tailored solvers for real-world applications, had been missing. In this work we present a comprehensive benchmarking study on a concrete application, namely the diagnosis of faults in digital circuits, referred in the main text as CCFD. More specifically, we provide insights on the performance of QA in the context of the CCFD instances by performing an asymptotic scaling analysis involving five different approaches: QA experiments on the DW2X compared to three classical (SA, PTICM, and a CCFD-tailored SAT-based solver), and extensive QMC simulations, most of them on three different problem representations (PUBO, QUBO on the native CCFD graphs, and QUBO on the DW2X chimera topology), for instances of multiplier circuits of varying size. It is important to note that by asymptotic analysis we refer to conclusions drawn from the largest problem sizes accessible to us to experiment with in each of these approaches.

We have analyzed the problem with two foci: a physics perspective and an application-centric perspective. The emphasis of the physics perspective is similar to previous representative benchmark studies [8–20, 50], which aim at probing the computational resources of QA, and to answer questions such as whether it is even possible in synthetic data sets to prove an asymptotic quantum speedup, or to address the role of quantum tunneling, among other open questions in the field. Within our physics perspective we add several issues not thoroughly considered in other benchmark studies. For example, what is the impact in the computational scaling of solving the problem directly with Hamiltonians natively encoding many-body interactions beyond pairwise as those naturally appearing in real-world applications? What is the impact in the scaling from solving the problem instances on (hypothetical) physical hardware with different qubit connectivity constrains, e.g., by comparing the QA performance on connectivity graphs dictated by the CCFD instances and the minor-embedded representation in the DW2X chimera graph?

From this physics perspective we show that our instances are hardest when compared to any of the proposed random spin-glass instances (see Fig. 4). Intrinsic hardness is one of the long sought-after features when performing benchmark studies [11, 16, 20], therefore making our CCFD instances the minor-embedded representation in the DW2X chimera graph.

We also address the question of whether SQA can repro-
duce the scaling of the DW2X for the CCFD application. Although the results in Fig. 8 might lead to the conclusion that clearly SQA has a different scaling than the DW2X, the fact that most likely the DW2X is running at a suboptimal annealing time might be distorting the scaling and resulting in a better apparent scaling. More extensive studies with enough data points — where one can optimize for the optimal annealing time — might reveal the real scaling of the device. Although this is, in principle, feasible on quantum annealers, the main challenge might rely on SQA simulations which are already at the limit of what is computationally feasible. In Appendix D we discuss the apparent different scaling of SQA with a linear schedule compared to SQA with the same schedule as the D-Wave device and the challenges on drawing any meaningful conclusions about the difference in scaling between the DW2X and SQA. From the choice of schedule perspective, we find that within SQA as a solver, the linear schedule seems to be more efficient, but most likely not bringing any scaling advantage.

When compared on the same representation (either native-QUBO or chimera-QUBO) we show that both, SQA and the DW2X have a limited quantum speedup by showing a scaling advantage over SA. We arrive at this conclusion assuming the DW2X scaling obtained here is not drastically affected by the nonoptimal annealing time, which is very unlikely due to the large difference in the slopes between SA and SQA and DW2X. These results confirm the presence of quantum tunneling in the DW2X: a quantum speedup restricted to sequential algorithms [21] similar to the Google Inc. study on the weak-strong clusters instances [19]. One important highlight here is that ours is an alternative demonstration on instances generated from a concrete real-world application and where the multispin co-tunneling needs to happen more often on the strongly ferromagnetically coupled physical qubits encoding the logical units from the original QUBO problem. Although it is encouraging to see that such co-tunneling events seem to be happening in the hardware at the problem sizes considered here, the minor-embedding mapping logical variables into physical qubits in the hardware usually involves the generation of long “chains.” Further studies need to be performed using larger instances to see if this advantage remains, and where longer “chains” with ten or more qubits would be more frequent. The comparison against other generic solvers like PTICM or tailored solvers like the SAT-based solver developed here, were not favorable for our SQA simulations and DW2X experiments. It is important to consider that both, SQA simulations and DW2X experiments, were done with stoquastic Hamiltonians as the only ones available in current hardware. It is expected that nonstoquastic Hamiltonians will bring a boost in performance [54, 55], although it is an open question if they will have any asymptotic scaling advantage.

The application-centric perspective is more challenging and raises the bar significantly for quantum annealers. Here, we find that the tailored SAT-based algorithm performs best. We note that the performance is even better than the PTICM algorithm, which is currently the state of the art in the field [56]. Although the results using quantum optimization approaches as seen from the application perspective are not that encouraging, our study suggests next steps to be taken in the field of quantum optimization. First, there is a clear need for higher-connectivity devices. Second, our SQA results suggest that adding higher-order qubit interactions [42, 57] to new hardware might require also the addition of more complex driving Hamiltonians.

This rather extensive study should be considered as a baseline for future application studies. We do emphasize, however, that the conclusions should be interpreted within the context of the particular CCFD application. Furthermore, the results are for the specific case of conventional QA with a transverse-field driver. The poor performance of QA should be seen as an incentive for the community to address important missing ingredients in the search for quantum advantage for real-world applications. Other variable efficient mappings (as shown in Appendix C 2) could also provide a performance boost. We note that the latter should also provide an advantage for classical solvers, because larger systems could be studied. A detailed performance comparison of our CCFD benchmarks to other mapping strategies [29] will be done in a subsequent study.

Further adding other features, such as better control of the annealing schedules via “seeding” of solutions [58], and the subsequent developments of classical-quantum hybrid heuristic strategies [58–61] will likely lead to breakthroughs in quantum optimization. However, more simulations are needed to guide the design of new machines.
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Appendix A: QA for combinatorial optimization problems

The quantum hardware employed consists of 144 unit cells with eight qubits each, as characterized in Refs. [8, 62]. Post-fabrication characterization determined that only 1097 qubits from the 1152 qubit array can be reliably used for computation, as shown in Fig. 7. The array of coupled superconducting flux qubits is, effectively, an artificial Ising spin system with programmable spin-spin couplings and magnetic fields. It is designed to solve instances of the following (NP-hard [63]) classical optimization problem: given a set of local longitudinal fields \{h_i\} and an interaction matrix \{J_{ij}\}, find an assignment \(s^* = s_1^* s_2^* \cdots s_N^*\), that minimizes the objective function \(E : \{-1, +1\}^N \to \mathbb{R}\), where

\[
E(s) = \sum_{1 \leq i \leq N} h_i s_i + \sum_{1 \leq i < j \leq N} J_{ij} s_i s_j. \tag{A1}
\]

Here, \(|h_i| \leq 2\), \(|J_{ij}| \leq 1\), and \(s_i \in \{+1, -1\}\). The subscript “C” is to emphasize that the spins are within the chimera graph, and to differentiate these from the other two representations studied in the paper at the PUBO \((s_p)\) and QUBO \((s_Q)\) level, respectively.

Finding the optimal set of variables \(s^*\) is equivalent to finding the ground state of the corresponding Ising classical Hamiltonian,

\[
H_p = \sum_{1 \leq i \leq N} h_i \sigma_i^z + \sum_{1 \leq i < j \leq N} J_{ij} \sigma_i^z \sigma_j^z, \tag{A2}
\]

where \(\sigma_i^z\) is a Pauli \(z\) matrix acting on the \(i\)th spin.

Experimentally, the time-dependent quantum Hamiltonian implemented in the superconducting-qubit array via

\[
H(\tau) = A(\tau) H_b + B(\tau) H_p, \quad \tau = t / t_a, \tag{A3}
\]

with \(H_b = -\sum_i \sigma_i^x\) the transverse-field driving Hamiltonian responsible for quantum tunneling between the classical states constituting the computational basis, which is also an eigenbasis of \(H_p\). The time-dependent functions \(A(\tau)\) and \(B(\tau)\) are such that \(A(0) \gg B(0)\) and \(A(1) \ll B(1)\). In Fig. 8(a), we plot these functions as implemented in the experiment. \(t_a\) denotes the time elapsed between the preparation of the initial state and the measurement, referred to hereafter as the annealing time.

QA as an algorithmic strategy to solve classical optimization problems exploits quantum fluctuations and the adiabatic theorem of quantum mechanics. This theorem states that a quantum system initialized in the ground state of a time-dependent Hamiltonian remains in the instantaneous ground state if the Hamiltonian changes sufficiently slow. Because the ground state of \(H_p\) encodes the solution to the optimization problem, the idea behind QA is to adiabatically prepare this ground state by initializing the quantum system in the easy-to-prepare ground state of \(H_b\), which corresponds to a superposition of all \(2^N\) states of the computational basis, and then slowly interpolating to the problem Hamiltonian, \(H(\tau = 1) \approx H_p\).

In a realistic experimental implementation, the quantum processor will operate at a finite temperature, and in addition to thermal fluctuations, other types of noise are unavoidable, leading to dissipation processes not captured in \(H(t)\). Deviations from adiabaticity affecting the performance of the quantum algorithm seem to be a delicate balance between the quantum coherence effects and the interaction with the environment, responsible for, e.g., thermal excitation (relaxation) processes out of (into) the ground state [23, 64].

Determining the optimum value of \(t_a\) is an important and
nontrivial problem in itself. To the best of our knowledge this question related to the scaling of $t_a$ in a noisy environment is still largely unexplored, with progress only in the case of canonical models [65]. From an experimental standpoint, the main limitation is the limited size of the available quantum devices, but now with new generation of devices with more than 2000 qubits the question is within reach in the case of synthetic data sets [50]. Studying this question within the context of real-world applications is now within reach. We leave this study for future work.

Appendix B: Methods

a. Simulated Quantum Annealing (SQA) — QMC simulations are performed using a variant of the continuous time QMC algorithm [33], which we refer to here and in the main text as SQA. We build clusters in the imaginary time direction in the same way as done in Ref. [33]. However, because here we study frustrated systems, we do not build clusters in the spatial directions. To flip segments of finite imaginary time extent, we use the Metropolis algorithm [66]. This algorithm was also used in previous benchmark studies of the D-Wave devices [12, 13].

In the SQA simulations we use a linear schedule. We fix the diagonal interaction strength $B(\tau) = 1$ and vary the transverse-field strength as $A(\tau) = \Gamma_0(1 - \tau)$, where $\tau$ is the annealing time and $\Gamma_0$ is the initial transverse-field strength; see Fig. 8. We use different values of $\Gamma_0$ for different problem representations. $\Gamma_0 = 0.8$ for PUBO, $\Gamma_0 = 1.6$ for QUBO, and $\Gamma_0 = 6$ for instances on the chimera graph. These representations are referred as “P,” “Q,” and “C,” respectively, in the main text. In addition, we also implement the $A(\tau)$ and $B(\tau)$ annealing schedule used in the DW2X device, as depicted in Fig. 8.

b. Estimation of the time-to-solution (TTS) — For stochastic algorithms, the time-to-solution depends on the desired confidence, i.e., the probability $P$ required such that the solver produces the target solution. For example, in all previous studies the level of certainty required from the solver was $99\%$, i.e., $P = 0.99$, and the relevant metric, denoted $R_{99}$ is the number of repetitions needed such that the probability that the solution is found is at least once is $99\%$. Let us denote by $p_s$ the success probability to obtain the target solution in a single execution or repetition of the solver. Because the probability $F$ of not observing the solution after $R_p$ repetitions is $F = (1 - p_s)^{R_p} = 1 - P$, the number of repetitions $R_{99}$ needed to obtain the desired solution with probability at least $99\%$ is

$$R_{99} = \left[ \frac{\log(1 - 0.99)}{\log(1 - p_s)} \right].$$

(B1)

Therefore, the time-to-solution (TTS) under this criteria is the product of $R_{99}$ times the time it takes to perform one execution or each repetition, $t_{rep}$.

$$TTS = t_{rep} R_{99}.$$  

(B2)

For the DW2X, $t_{rep}$ was set to the annealing time of $5 \mu s$. For SA, QMC, and PTICM, $t_{rep}$ can be estimated as:

$$t_{rep} = t_{su} N M_{C_{opt}},$$

with $M_{C_{opt}}$ the optimal number of Monte Carlo sweeps (MCS), i.e., the number of MCS that minimizes the TTS and $t_{su}$ the time it takes to make a MC spin update. In the case of PTICM, the values of $M_{C_{opt}}$ include a factor of 120 coming from the four replicas and 30 temperatures considered in our implementation. Additionally, we multiply by a factor of 1.2 to account an estimated 20% overhead coming from other steps in the PT implementation and not present in SA, such as swaps of configurations and cluster updates. Here we optimize the TTS per instance to obtain the best scaling for each algorithm. The computational effort of the algorithm optimization of this procedure compared to optimizing over different annealing times as proposed in Ref. [13] should yield comparable scaling results. We prefer this approach because it requires the same computational effort as analyzing the data at different annealing times and it provides more reliable information on the intrinsic difficulty of each instances. For example, in the limit of very large annealing time, where all the instances have probability 1, most instances have the same computational effort and it is not possible to identify which instances are intrinsically harder. This is related to the problem with reported DW2X scaling for small instances, for which the minimum available annealing time is greater than optimal. Note that $p_s$ is a function of the number of MCS, in the same way that it is a function of the annealing time in the case of the DW2X. Therefore, we estimate $p_s$ for different values for the number of MCS, calculate $R_{99}$ and from the values considered we select the optimum. Since one MCS involves $N$ updates [67], with $N$ the total number of spins in the problem, then to calculate the computational effort we need to multiply by $N$ and by the effective time it takes to perform and evaluate each of these updates. The value $t_{su}$ is different for each of the algorithms (e.g., SA vs SQA) and for each of the different representations (QUBO, PUBO, or chimera). The times estimated and used for the case of the CCFF instances are: $t_{su}/P = 3.24$ ns, $t_{su}/Q = 1.88$, $t_{su} = 5.5$ ns, $t_{su} = 3.42$ ns, $t_{su}/C = 2.6$ ns, $t_{su} = 1.08\mu s$, $t_{su}/Q = 1.88\mu s$, $t_{su}/C = 1.81\mu s$, $t_{su}/Q = 48.8\mu s$. These times are used for all figures with the exception of Fig. 4 and Fig. 8. For the case of Fig. 4, and to give the best performance for each data set, we optimize for $R_{99}$ as described above for every instance of each of the CCFF and random spin-glass data sets. Given that all the data sets are run with PTICM and under the same computational resources, we plot directly the wall-clock time required after the aforementioned optimization of $M_{C_{opt}}$.

To capture the computational scaling of SQA as a simulator of a hypothetical quantum annealer [denoted as SQA(q)] we used the same optimal values of $M_{C_{opt}}$ used for SQA but we do not multiply by the factor of $N$. In this way we take into account the intrinsic parallelism of quantum annealers. The prefactor $t_{su}$ is changed as well to an arbitrary constant parameter, denoted $t_{SQA(q)}$ we can tune to make all the lines
in Fig. 8 to have a similar TTS as that value obtained by the D-Wave 2X device. The values used here were \( t_{\text{SQA}(q)} = 5 \) ns and \( t_{\text{SQA}(q),\text{max}} = 1.3 \) ns.

Because the SAT-based solver described below is significantly different from the other stochastic solvers mentioned above, to estimate the TTS we run the SAT-solver 1000 times per instance and compute the TTS for each run. From this distribution of TTS values, we pick the 99% percentile as the TTS value we report since it matches the definition of the time needed to observe the desired solution.

c. SAT-based solver tailored for CCFD — The SAT-based model-based diagnosis solver is implemented as follows. First it adds a tree adder to the fault-augmented circuit to enforce the cardinality of the fault. Second, the formula is converted to Conjunctive Normal Form (CNF). Finally, a SAT solver is called \( n \) times, first for computing all zero-cardinality faults, then for all single faults, etc., until a fault of cardinality \( n \) is found. For our implementation we use the highly-optimized SAT-solver LINGELING [56]. It is a deterministic SAT solver that uses Boolean search enhancements, including symbolic optimization, occurrence lists, literal stack, and clause distillation, etc.

d. DW2X programming details — When programming a quantum annealer to solve real-world applications, the process of minor embedding introduces many other parameters that do not exist when benchmarking QA with a random spin-glass benchmark. One common misconception is that implementing real-world applications is harder because of the minor-embedding procedure. Although more efficient embedding strategies are always desirable, we want to emphasize here that it is not the main challenge when programming the device since heuristic algorithms solve this problem reasonably well [45]. It is also important to note here that the NP-hardness of finding the smallest minor embedding (with respect to number of qubits) is largely moot, because the smallest minor embedding is often far from optimal in terms of performance. For example, from our experience, sometimes it is preferable to have an embedding that uses more physical qubits but that has shorter “chains” representing logical variables. In our work we generate 100 embeddings per instance regardless of the problem size.

The main challenge (the curse of limited connectivity [68, 69] due to quantum annealers having a bounded number of couplers per qubit) does not lie in the minor-embedding problem, but rather in the setting of the additional parameters once the minor embedding has been chosen. Although proposals exist to cope with this challenge [46, 70, 71], the optimal setting of parameters is a largely open problem and one of the most important ones affecting the performance of quantum annealers as optimizers [46]. In this work, we use the strategy proposed in Ref. [46] to set the strength \( J_F \) of the ferromagnetic couplers, which enforce the embedding, and for gauge selection.

In addition to setting \( J_F \), we must also distribute the logical biases \( \{h_i\} \) and couplings \( \{J_{i,j}\} \) over the available physical biases and couplings \( \{\tilde{h}_k\} \) and \( \{\tilde{J}_{k,l}\} \). The key consideration in parameter setting is the noise level of the programmable parameters of the quantum device. The noise margin of the D-Wave 2X machine is \( \tilde{h}_k < 0.05 \) for biases and \( \tilde{J}_{k,l} < 0.1 \) for couplers in a normalized, hardware-embedded problem, with the difference due to the difference in dynamic range.

We aim to divide the logical parameters as much as possible over the corresponding physical parameters subject to this precision limit using the following heuristic, which is similar to but distinct from that of Ref. [71]. Consider a logical bias \( h_i \) that corresponds to \( N_i \) hardware qubits. If \( h_i/N_i \) is greater than the 0.05 noise threshold, then each physical qubit \( j \) is given a bias \( h_j = h_i/N_i \). If not, we consider the \( n_i \) hardware qubits within the chain that have nonzero interchain couplings. If \( h_i/n_i \) is greater than the threshold, we evenly distribute the logical bias amongst these \( n_i \) physical qubits. Finally, if neither of these strategies exceed the threshold, we assign the logical bias completely to hardware qubits with the lowest number of intrachain couplings, breaking ties uniformly at random. The remaining hardware qubits within the chain are given a bias of zero. We distribute the logical couplings \( J_{i,j} \) in a similar way. Suppose that the chains for logical qubits \( i \) and \( j \) have \( N_{i,j} \) physical couplers between them. If \( J_{i,j}/N_{i,j} \) is greater than 0.1 (noise threshold), we evenly distribute the logical coupling amongst the \( N_{i,j} \) available physical couplers. Otherwise, the logical coupling is completely assigned to a single physical coupler uniformly at random from the \( N_{i,j} \) options.

Appendix C: Mapping of minimal-cardinality fault diagnosis for combinational digital circuits to PUBO and QUBO

In this section we describe in detail two mappings of the fault-diagnosis problem to PUBO, via a mapping to PUBO. The original instance consists of a set of \( m \) gates, each with a specified hard fault model. Excluding the inputs and outputs to the circuit, let \( x = (x_i)_{i=1}^m \in \{0,1\}^n \) indicate the value on every wire in the circuit. For gate \( i \), let \( y_i \in \{0,1\}^7 \) be the values of the input wires and \( z_i \) the value of the output wire. These are not new variables but rather alternative ways of referring to the variables \( x \). For example, if wire \( i \) is the output of gate \( j \) and the first input into gate \( k \), then \( x_i, z_j, \) and \( y_{k,1} \) all refer to the same variable. Let \( g_i(y_i) \in \{0,1\} \) be the Boolean function indicating the action of gate \( i \), and \( F_i(y_i, z_i) \in \{0,1\} \) be the predicate indicating whether the combined input \( y_i \) and output \( z_i \) are consistent with the fault model for gate \( i \). Several examples for \( g_i \) and \( F_i \) are given in Tables I and II, respectively.

Bian et al. [29] have also used fault diagnosis as a test bed for benchmarking novel techniques in QA. They used Satisfiability Modulo Theory to automatically generate functions representing the cost function and constraints, whereas here we do so manually, as described in this section. Their approach is further differentiated from the present one by their use of problem decomposition and locally structured embedding.

Note that we describe the mapping to pseudo-Boolean polynomials over variables taking the values \{0,1\}, while the Hamiltonians in physical quantum annealers directly represent functions of variables taking the values \pm 1, i.e., Ising spins. The two representations are equivalent with the follow-
TABLE I: Example gates and their representation as polynomials. For details see the main text.

<table>
<thead>
<tr>
<th>Gate</th>
<th>$g_i(y_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR</td>
<td>$y_i,1 + y_i,2 - y_i,1 y_i,2$</td>
</tr>
<tr>
<td>AND</td>
<td>$y_i,1 y_i,2$</td>
</tr>
<tr>
<td>XOR</td>
<td>$y_i,1 + y_i,2 - 2y_i,1 y_i,2$</td>
</tr>
<tr>
<td>EQ</td>
<td>$1 - y_i,1 - y_i,2 + 2y_i,1 y_i,2$</td>
</tr>
<tr>
<td>BUFFER</td>
<td>$y_i,1$</td>
</tr>
<tr>
<td>NOT</td>
<td>$1 - y_i,1$</td>
</tr>
<tr>
<td>NOR</td>
<td>$1 - y_i,1 - y_i,2 + y_i,1 y_i,2$</td>
</tr>
<tr>
<td>NAND</td>
<td>$1 - y_i,1 y_i,2$</td>
</tr>
</tbody>
</table>

TABLE II: Example fault models and their predicates as polynomials. For details see the main text.

<table>
<thead>
<tr>
<th>Fault model</th>
<th>$F_i(y_i, z_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stuck at 1</td>
<td>$z_i$</td>
</tr>
<tr>
<td>Stuck at 0</td>
<td>$1 - z_i$</td>
</tr>
<tr>
<td>Stuck at 0 or 1</td>
<td>1</td>
</tr>
<tr>
<td>Stuck at first input</td>
<td>EQ($z_i, y_i$)</td>
</tr>
<tr>
<td>Stuck at first input or 0</td>
<td>$1 - y_i,1(1 - z_i)$</td>
</tr>
</tbody>
</table>

Finally, we must also constrain the system to the appropriate behavior when there is no fault:

$$H_{\text{gate}}(x, f) = \sum_{i=1}^{N_{\text{gate}}} H_{\text{gate}}^{(i)}(x, f),$$

where

$$H_{\text{gate}}^{(i)}(y_i, z_i, f_i) = \lambda_{\text{gate}}^{(i)}(1 - f_i) \text{XOR}[g_i(y_i), z_i].$$

The overall cost function is

$$H(x, f) = H_{\text{numfaults}}(f) + H_{\text{faultset}}(x, f) + H_{\text{gate}}(x, f)$$

$$= \sum_{i=1}^{N_{\text{gate}}} H^{(i)}(y_i, z_i, f_i),$$

Note that, in general, this function is quartic. Using two ancilla bits per gate, the usual gadgets [22, 72] can be used to reduce this to quadratic as needed. Depending on the circuit, some ancilla bits may be reused to reduce the degree of the terms corresponding to more than one gate. For example, if the input $y_i = (y_{i1}, y_{i2})$ to gate $i$ happens to be the same input to another gate $j$, then a single ancilla bit corresponding to $y_{i1} y_{i2}$ may be used for both gates. In this work, we use exactly two ancilla bits per gate, corresponding to the conjunctions $y_{i1} y_{i2}$ and $z_i f_i$.

The explicit mapping is easily extended to the case of $\nu > 1$ input-output pairs. Instead of the single $x_i$, we have a copy $x_{i1}$ for each input-output pair, and use a single set of shared fault variables $f$. For each input-output pair:

$$H^{(i)}_{\text{faultset}}(y_{i1}, z_{i1}, f_{i1}) = \sum_{i=1}^{\nu} H^{(i)}_{\text{faultset}}(y_{i,\ell}, z_{i,\ell}, f_{i,\ell}),$$

and

$$H^{(i)}_{\text{gate}}(y_{i1}, z_{i1}, f_{i1}) = \sum_{i=1}^{N_{\text{gate}}} H^{(i)}_{\text{gate}}(y_{i,\ell}, z_{i,\ell}, f_{i,\ell}),$$

where $y_{i,\ell}$ and $z_{i,\ell}$ are input and output bits for gate $i$ in $x_{i\ell}$, and $y_i$ and $z_i$ contain all $\nu$ copies thereof.

The explicit mapping is also easily extended further to the case of $\mu > 1$ fault modes. For each gate $i$, we use $\mu$ fault variables $f_{i\alpha} = (f_{i,\alpha})^{\mu}_{\alpha=1}$, corresponding to the fault modes $(F_{i,\alpha})^{\mu}_{\alpha=1}$. Considering $f_{i\alpha} = \sum_{\alpha=1}^{\mu} \tilde{f}_{i,\alpha}$ as a function of $\tilde{f}_{i\alpha}$ (rather than a separate bit on its own), $H_{\text{numfaults}}$ and $H_{\text{gate}}$
remain unchanged from the single-fault case, even with multiple input-output pairs. Now there are \( \mu \) copies of \( H_{\text{faultset}} \):

\[
H_{\text{faultset}}^{(i)}(y_i, z_i, f_i) = \sum_{\alpha=1}^{\mu} \sum_{\beta=0}^{\mu} H_{\text{faultset}}^{(i,\alpha)}(y_i, z_i, f_i, \alpha),
\]

\[
H_{\text{faultset}}^{(i,\alpha)}(y_i, z_i, f_i, \alpha) = \lambda_{\text{gate}}(i) f_{i,\alpha} [1 - F_{i,\alpha}(y_i, z_i)].
\]

Finally, to penalize situations in which more than one fault bit is set per gate, we add

\[
H_{\text{multfault}}^{(i)}(f_i) = \lambda_{\text{multfault}}^{(i)} \sum_{\alpha=1}^{\mu} \sum_{\beta=0}^{\mu} f_{i,\alpha} f_{i,\beta}.
\]

So long as \( \lambda_{\text{multfault}}^{(i)} > \nu \lambda_{\text{gate}}^{(i)} \), \( H_{\text{multfault}} \) outweighs the potentially negative \( H_{\text{gate}} \) as needed. For each gate \( i \), \( \nu(1 + \mu) \) ancilla bits suffice, corresponding to the conjunction of the bits \( y_{i,t} \) for each input-output pair \( t \) and to the conjunction \( z_{i,t} f_{i,\alpha} \) for every \( t \) and mode \( \alpha \).

When the fault modes considered are simply stuck at 0 or stuck at 1, i.e., \( F_i(y_i, z_i) = F_i(z_i) = z_i \) or \( 1 - z_i \), respectively, we can use the alternative

\[
H_{\text{gate}}^{(i)} = \lambda_{\text{gate}}^{(i)} \{ 1 + f_i [1 - 2F_i(z_i)] \} \text{XOR}[g_i(y_i), z_i].
\]

where \( f_i = \sum_{\alpha=1}^{\mu} f_{i,\alpha} \) as before. When \( F_i \) is linear in \( z_i \), this expression is quadratic in \( g_i, z_i \) and \( f_i \), so that it suffices to reduce \( g_i \) to linear using a single ancilla bit corresponding to the conjunction of the input bits \( y_i \). Overall, only \( \nu \) ancilla bits are needed per gate.

2. Implicit mapping

Having the fault bits \( f \) are not necessary. Here we show how to construct the requisite energy functions using just the wire bits \( x \). Note that \( H_{\text{faultset}} \) is used only to enforce consistency of the fault bits with the wire bits, and so is obviated by the omission of the former. Recall that we would like to find the assignment of values to the wires that minimizes the number of faults while being consistent with the nominal gates and fault models. Therefore, we need a function \( H_{\text{numfaults}} \) that is zero when \( z_i = g_i(y_i) \) and is one when \( z_i \neq g_i(y_i) \) and \( F_i(y_i, z_i) \). Its behavior when \( z_i \neq g_i(y_i) \) and not \( F_i(y_i, z_i) \) only need be non-negative; penalizing that case is left to \( H_{\text{gate}} \). The following meets our needs:

\[
H_{\text{numfaults}}^{(i)}(x_i) = \sum_{i=1}^{N_{\text{gates}}} H_{\text{numfaults}}^{(i)}(y_i, z_i) = \sum_{i=1}^{N_{\text{gates}}} F_i(y_i, z_i) \text{XOR}[g_i(y_i), z_i].
\]

To penalize the case when the output \( z_i \) of gate \( i \) is inconsistent with the input \( y_i \) but not in a way allowed by the fault model, we use

\[
H_{\text{faultset}}^{(i)}(y_i, z_i) = \lambda_{\text{gate}}^{(i)} [1 - F_i(y_i, z_i)] \text{XOR}[g_i(y_i), z_i].
\]

The overall energy function for each gate is simply

\[
H^{(i)}(y_i, z_i) = H_{\text{numfaults}}^{(i)}(y_i, z_i) + H_{\text{gate}}^{(i)}(y_i, z_i).
\]

Each \( H^{(i)} \) is cubic, and can be reduced to quadratic using a single ancilla bit. As with the explicit mapping, in certain cases a single ancilla may be shared among multiple gates.

For a single input-output pair, the implicit mapping naturally generalizes to multiple fault modes, by considering a combined fault mode that is the conjunction of the multiple ones, i.e., using \( F_i = \text{OR}(F_{i,1}, \ldots, F_{i,\mu}) \). Some examples, e.g., stuck at one or first input, are shown in Table II. This does not apply to multiple input-output pairs because it does not enforce that all copies are subject to the same fault mode. For particular gates and sets of fault models, it is likely most efficient to use a modification of the explicit mapping, as shown for the stuck at 0 and stuck at 1 cases above.

3. Logical penalty weights

Without loss of generality, in this work we have chosen only one penalty weight \( \lambda \) for both \( H_{\text{gate}} \) and \( H_{\text{faultset}} \), which penalizes a mismatch between the input and output of a gate in the absence of a fault, and \( \lambda_{\text{gate}}^{(i)} \), which enforces the fault model. That is, \( \lambda_{\text{gate}}^{(i)} = \lambda_{\text{faultset}}^{(i)} = \lambda \) for all \( i \). Setting \( \lambda = N_{\text{gates}} + 1 \) suffices to guarantee that the global minimum corresponds to a valid diagnosis, i.e., those solutions \( (x, f) \) such that \( H_{\text{gate}}(x, f) = H_{\text{faultset}}(x, f) = 0 \). Any valid diagnosis has energy \( H(x, f) = H_{\text{numfaults}} \) at most \( N_{\text{gates}} \), so any violation of the constraints incurs a penalty at least \( \lambda = N_{\text{gates}} + 1 \) yields a total energy greater than that of any valid diagnosis.

A weaker condition to require of the penalty weight \( \lambda \) is simply that the ground state of \( H \) is a valid diagnosis. That is, an invalid state (i.e., one that violates at least one of the model constraints) may have lower total energy than some valid state, but not than a minimum-fault valid state. One simple upper bound on the minimum number of faults is the number of outputs, which thus also serves as a sufficient lower bound on \( \lambda \). In the case of the multiplier circuits with \( k \)-bit and \( l \)-bit inputs, the length of the outputs in simply \( k + l \) bits, which is much smaller than \( N_{\text{gates}} \).

Nevertheless, a much lower value of \( \lambda \) may suffice in practice for a particular set of instances. It is desirable to use the smallest \( \lambda \) possible, because when the coefficients of the Hamiltonian are rescaled for a hardware implementation, larger values of \( \lambda \) lead to higher precision requirements, which may not be met by limited-precision devices. For the generation of the PUBO expressions in the circuits considered here, up to multi8-8, we use a value of \( \lambda = 4 \), regardless of the size of the circuit. With the help of the complete SAT-based solver, we check that, for all the instances studied here, this
value suffices to ensure that the ground state corresponds to a valid diagnosis.

However, we did generate observations, not included in this study, for which $\lambda = 4$ is insufficient. This is extremely rare, from no such examples in the smaller circuits to at most 1 in 500 for the largest circuits. Because we use the first hundred randomly generated instances for each size, $\lambda = 4$ suffices for every instance used; this is highly likely though not guaranteed.

A more common event that we had to filter in the instance generation was the appearance of random instances where the minimal solution contains no faults. These are easy to eliminate since one can easily verify whether the output corresponds to the multiplication of the inputs and therefore the solution to our problem is trivial with a minimal fault cardinality of zero. It is interesting to note that in diagnosis task such instances are still valuable, since one considers not only the minimal cardinality but also the runners up could provide valuable information about the circuit. For example, it could be the case that there is indeed a fault in the circuit but the output observations still match the desired output, but the fault can only be unmasked for example, by using another observation in the circuit. The problem of selecting the best inputs to probe faults in circuits is another interesting NP-hard problem in its own. We focus here on the minimal cardinality case, given one input-output pair.

4. PUBO to QUBO reduction

The cost function of the CCFD problem is initially expressed as a pseudo-Boolean expression (i.e., PUBO) of degree greater than two. We then transform the higher-degree PUBO expression into a quadratic one by using a conjunction gadget. The conjunction gadget introduces an ancilla bit $q_{i,j}$ that corresponds to a conjunction of two bits $q_i$ and $q_j$ in the PUBO, replaces all occurrences of the $q_iq_j$ with $q_{i,j}$, and adds a penalty function so that in any ground state of the QUBO expression the ancilla bit is appropriately set, $q_{i,j} = q_iq_j$. We use the penalty function [22, 72, 73]

$$H_{\text{ancilla}} = \delta(3q_{i,j} + q_iq_j - 2q_iq_{i,j} - 2q_jq_{i,j}),$$  \hspace{1cm} (C15)

which is zero when $q_{i,j} = q_iq_j$ and at least $\delta$ otherwise, where $\delta > 0$ is the penalty weight. The penalty weight $\delta$ needs to be large enough that states violating the ancilla constraint have energy much larger than the ground energy of the original PUBO expression, thus preserving the low-energy spectrum. As with the logical penalty $\lambda$, we would like $\delta$ to be as small as is necessary in order to minimize the precision needed to implement the cost function on a hardware device. For each logic gate in the CCFD problem, we determine that the following values are best, as a multiple of the logical penalty weight $\lambda$:

$$\delta_{\text{AND}} = \delta_{\text{OR}} = 2.5\lambda; \ \delta_{\text{XOR}} = 2\lambda.$$ \hspace{1cm} (C16)

This controlled and optimized assignment of contraction penalties per logic gate is one of the remarkable features of this CCFD applications in contrast to others, where penalties can not only be higher but also scale with the number of variables [22, 23]. In this case, the penalties are independent of the circuit size.

Appendix D: SQA vs DW2X

Here we address in more details the question of whether SQA has the same scaling as the DW2X device and the comparison of the two schedules used in the SQA simulations. The linear schedule tends to underestimate the scaling exponents for easy problems and small systems sizes, when the required number of sweeps is small. This is because there might not be enough QMC time to remove the segments in the imaginary time direction that have different spin values.

For the DW schedule (dws) we cut the first 10% of the schedule. First, the initial part of the D-Wave schedule is not necessary because it is very easy to equilibrate QMC when the transverse-field strength is large enough. Second, that leads to shorter simulation times as it takes roughly the same time to run the first 10% of the schedule as to run the rest of the schedule. This is because the SQA simulation time is roughly proportional to the transverse-field strength and, in the first part of the schedule, the transverse field is largest. Strictly speaking, one probably can cut more than 10% of the initial schedule. One can also cut some fraction of the schedule at the end, but that will not improve simulation times significantly. However, that could lead to a different scaling for easy problems and small small problem sizes. This difference in scaling then could be fictitious and it might even disappear for larger system sizes.

Therefore, it is difficult to make any conclusive statements about the apparent difference in scaling and significant further work is required to address this issue with more certainty. Besides emphasizing that such comparisons are not straightforward, these further simulations and parameter fine tuning is beyond the scope of this work.

Note that the two statements are not contradictory with our statements about limited quantum speedup in Sec. III C. If we had unlimited computational resources we expect the SQA slopes to become smaller in value, while in the case of the DW2X we expect that optimization of the annealing time would lead to larger slope values compared to the current one. Although we declare the results of SQA vs DW2X inconclusive given the these two slopes might reach comparable values, given the expectation for SQA towards improving its scaling, these observations make our claims about limited quantum speedup even stronger.
**FIG. 8:** (a) Details for the different annealing schedules used in this work. Panels (b) and (c) show a comparison of the DW2X experimental results and SQA simulations of hypothetical QA devices with a DW2X-like [SQA(q)\textsubscript{dw2x}] and with a linear annealing schedule [SQA(q)\textsubscript{ls}]. Data points correspond to the median values extracted from a bootstrapping analysis from 100 instances per problem size, with error bars indicating the 90% CIs.

**FIG. 9:** Qubit resources for each of the problem representation [(a) PUBO, (b) QUBO and (c) chimera (DW2X)] considered in our benchmarking study of the CCFD instances. Data points correspond to the median values extracted from a bootstrapping statistical analysis from 100 instances per problem size, with error bars indicating the 90% confidence intervals (CI).

**Appendix E:** Qubit resources for numerical simulation and experiments
FIG. 10: Comparison of CCFD-based benchmark problems against other random spin-glass benchmark classes, at different percentiles. Data points correspond to the specific percentile value extracted from a bootstrapping statistical analysis from 100 instances per problem size, with error bars indicating the 90% CIs.
FIG. 11: Scaling analysis from the application-centric perspective at different percentile levels. (a) 25th, (b) 50th, (c) 60th, and (d) 75th percentile. Data points correspond to the specific percentile value extracted from a bootstrapping statistical analysis from 100 instances per problem size, with error bars indicating the 90% confidence intervals (CI).
FIG. 12: Scaling analysis from the physics perspective at different percentile levels. (a) 25th, (b) 50th, (c) 60th, and (d) 75th percentile. Data points correspond to the specific percentile value extracted from a bootstrapping statistical analysis from 100 instances per problem size, with error bars indicating the 90% confidence intervals (CI).
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